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Preface

The North American Electric Reliability CorporaiiNiERCis a not-for-profit international regulatory authority

whose mission is tassurethe reliability of thebulk ppwer system (BPS)n North America. NERC develops and
enforcesReliability Si I Y RF NRaT FyydzZ tfe FaaSaaSa aSl aBPghrdughl yR f
system awareness; and educates, traing/ R OSNIAFTASA AYRdZAGNE LISNBR2YYSt ®
continental United States, Canadand the northern portion of Baja California, Mexico. NERC is the electric
reliability organizatiofEROJor North America, subject to oversight by the Federal Energy Regulatory Commission
(FERCAnd governmental authorities in Canada9 w/ Qa 2 ideNifled deks wrferdayid operators of the
BPS$which serves more than 334 million people

The North American BPS is divided into the eight Regional EfRiE)boundaries, as shown in the map and
corresponding table below.

The Regional boundaries in this map are approximate. The highlighted areaeineBf® and SERC denotes ovadagpme
load-serving entities participate in one Region while associated transmission owners/operators participate in another.

FRCC Florida Reliability Coordinating Council
MRO Midwest Reliability Organization

NPCC Northeast Power Coordinating Council
RF ReliabilityFirst

SERC SERC Reliability Corporation

SPRRE | Southwest Power Pool Regional Entity
Texas RE Texas Reliability Entity

WECC | Western Electrity Coordinating Council
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Executive Summary

This report contains the ERahalyss of the BPSdisturbance that occurred in the Southern California area on
October 9 2017, resulting from the Canyon 2 Firdhis reportwas preparedfollowing the data request to
Generator OwnerGOshnd Generator Operators (GORBght on October 12, 201&fter the event was identified
by NERC, WECC, and Southern California Edison (SCE). The purpose of the repottrisettt the analsis, key
findings, and recommendations from the Canyon 2 Fire disturhance

OnOctober 9, 201;the Ganyon 2 Ke caused two transmission system faulearthe Serrano substation east of

Los Angeles. Thest faultwas a normally cleargohaseto-phasefault on a 220 kV transmission line tieadcurred

at 12:12:16Pacifictime, and the second faulivas a normally cleared phase-phase fault on a 500 kV
transmission line thabccurred at 12:14:3(Pacifictime. Both faults resulted in the reduction of sol®V
generation across a wide region of the SCE footprint. Approximately 900 MW of solar PV resources were lost as a
result of these event$and six solar PV plants accounted for most of the reduction in generdtigeneral, the

majority of inverter tipping was caused by sulycle transient overvoltages and instantaneous protective action

at the invertersto disconnectthem from the grid A significant amount of inverters also entered momentary
cessation during and following the fault events.

NERC and WECC developed a data request to gatf@mation related to the performance of affected
generating facilitiesThe hformation was collected and analyzed by NERC and WECC in coordination with the
affected G®sandinverter manufacturers.

Key Findings , Actions, and Recommendations
The following are key findingactionsand recommendations for invertdyased resource performance as a direct
outcome of the analysis of the October 9, 20Canyon Firedisturbance:

1 Finding 1: No Erroneous Fregaocy Tripping
No inverterbased resources tripped due to frequeA®tated protective functions. Affected inverter
manufacturers and GOs immediately responded to the recommendations fromBthe Cut Fire
disturbancereport? to address the issues of erronmes tripping due to miscalculated frequency during
transient conditions. Erroneous tripping due to miscalculated frequency appears to be remediated.

1 Finding 2: Continued Use of Momentary Cessation
Solar PV resources continue to use momentary cessatiost commonly for voltge magnitudes outside
0.9¢1.1 per unit (pu) The use of momentary cessation is observed in sequence of events recording and
high resolution measurement data.

Action 2

The NER@verterBased Resource Task Fo(tiePT)is performirg stability studies for the Western
Interconnection to more thoroughly investigate the potential implications of momentary cessation on
system stabilityThelRPTHhs developng performancerecommendations for use of momentary cessation
only where existingesources may need to usedtie toequipment limitatiors. NERC is also inventorying
momentary cessation for existing inverters based on manufacturer and model to understand its breadth
of use and potential mitigation.

1 No solar P\generation wasle-energized as a direct consequencetuf fault event; rather, the facilities ceased output as a response to
the fault on the system.

2The Blue Cut Fire disturbance report can be found here:

http://www.nerc.com/pa/rrm/ea/1200 MW_Fault Induced Solar Photovoltaic Resource /1200 MW_Fault Induced Solar Photovolta
ic_Resource_Interruption_Final.pdf

3Momentary cessation is an opeiiag mode used by inverters where they momentarily cease current injection into the grid when voltages
fall outside predetermined threshold values (most commonly above 1.1 pu or below 0.9 pu voltage).
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Executive Summary

Recommendation 2

The use of momentgr cessation is not recommended, should not be used for new invbesed
resources, and should be eliminated or mitigated to the greatest extent possible for existing resources
connected to the BPS. For existing resources that must use momentary cesastam equipment
limitation, active current injection following voltage recovery should be restored very quigkiythin

0.5 seconds). The NERC IRPTF should develop recommendations as to whether any conditions warrant
the use of momentary cessationnd perform dynamic simulations to understand the impacts of
momentary cessation on BPS stability.

1 Finding 3: Ramp Rate Interactions with Momentary Cessation
Inverter-based resources are returning to predisturbance outputs slower than desired becauséeplzint
controller ramp rate limits used for balancing generation and load are being applied to inbeded
resources following momentary cessation. Duringisieugh conditions, the inverter controls its output
and ignores signals sent by the pldetel controller. After voltage recovers and the inverter enters a
normal operating range, it again responds to signals from the plant controller. The plant controller then
applies its ramp rate limits to the remaining recovery of current injections restigitiie inverter from
recovering quickly to its predisturbance current injection.

Recommendation 3

Existing inverters where momentary cessation cannot be effectively eliminated should not be impeded
from restoring current injection following momentary cessation. Active current injection should not be
restricted by a plantevel controller or other slowamp rate limits. Resources with this interaction should
remediate the issue in close coordination with thBalancing AuthoritygA and inverter manufacturers

this isto ensure that ramp rates are still enabled appropriately to controHgew balancéut not applied

to restoring output following momentary cessation. Plant controllers may consider including a short delay
(i.e., 0.5 seconds) before sending commands followingtfileugh mode to ensure the inverter has fully
recovered active currenhjection before resuming control.

9 Finding 4 Interpretation of PR&@24-2 Voltage Riderhrough Curve
Many nverters currently installed on the BPS agt to trip when outside ofhe PR&24-2 voltage ride
through curve. The curve is oftarsedas the inveter protective trip settingsrather than setting the
protection to the widest extenpossiblewhile still protecting the equipmeniThe region atside of the
PR@24-2 voltage ridell KN dz3 K OdzNIS A& 0SAYy3 YAAAY(ISNLWNEBESR
GNRALE NBIA2Yy O

Action 4*

NERC Evemnalysis is developing a NERErAthat will be issued to the industry to ensuteat the
intent of the PR@24-2 curve and equipment voltage protective philosopheae understood The
purpose of theNERC lart is to inform GOsof voltagerelated inverter trippingrisks during grid
disturbances and to ensure th@&Osunderstand the steps that can be taken to mitigate these risks.

Recommendation 4

Voltage protection functions in the inverters should be set baseghysical equipment limitations to

protect the inverter itselfand notbased solely on the PRI24-2 voltage ridethrough characteristic.

2 AGKAY (GKS ay2 GNRALE NBIAZ2Y 2F GKS OdaNBS: GKS A
curenti 2 GKS . t{® ¢KS NBIAZ2Yy 2dziaARS GKS OdzNBS &K
GYdzad GNARLXE T2yS FTYR LINRPGSOGA2Y &dK2dA# R 06S asSi
integrity of the inverterbased resource.

y
2

4 This action also relates to thénBing 5, which pegins to voltage protective relaying in inverters.
5 NERC Alert$ttp://www.nerc.com/pa/rrm/bpsa/Pages/AboutAlerts.aspx
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9 Finding5: Instantaneous Voltage Tripping and Measurement Filtering
A large percentage of existing inverters on the BPS are configutag usinginstantaneous overvoltage
protection, based onthe PR@24-2 high voltage ridehrough curve and do not filter out voltage
transients Any instantaneousub-cycletransient overvoltage may trip the inverter dffie making these
resources susceptible to tripping on transients caused by faults and other switching actions.

Recommendation 5
Inverter protective functionst®uld use a filtered, fundamental frequency voltage input for overvoltage
protection when compared with the PRI24-2 ridethrough curve.

1 Fnding 6 Phase Lock Loop Synchronization Issues
One inverter manufacturer reported fault codes for phase lagpl(PLL) synchronization issutsat
resulted inprotective action to open the inverter primary circuit breaker.

Recommendation 6

Inverters shouldhot trip for momentary PLL loss of synchronism caused by phase jumps, distortion, etc.,
during BPS grid even{s.g., faults). Inverters should continue to inject current into the grid and, at a
minimum, lock the PLL to the last synchronized point and continue injecting current to the BPS at that
calculated phase until the PLL can regain synchronism upon faulingeari

9 Finding7: DC Reverse Current Tripping
One inverter manufacturer reported fault codes fie reverse currentwhere protective action opead
the inverter primary circuit breakeihedcreverse currentaused the resources to remain ifie for an
average of 81 minutes after tripping because this is considerédval 22 NJ Tl dzf G ¢ GKIFd N
reset at the inverter

Recommendation 7

GG should coordinate with their inverter manufacturers to enstimat dcreverse current detection and
protection are set to avoid tripping faic reverse currents that could result during sajcle transient
overvoltage conditions since these are not likely to damage any equipment in the plant. Mitigating steps
may indude increasing the magnitude settings to align with the ratings of the equipment or implementing
a short duration to thalcreverse current protection before sending the trip command.

1 Finding 8 Transient Interactions and Rid€hrough Considerations
There appears to be an intgelationship between ifplant shunt compensationsub-cycle transient
overvoltage, and momentary cessatitimat resuls in inverter tripping.While this has been observed at
multiple locations for multiple events, the causes a&figcts are not well understood and require detailed
electromagnetic transient (EMT) simulations for further investigation.

Recommendation 8

EMT studieshould be performed by the affected GOPs, in coordination with fhr@insmission Owner(s)
(TO(s), to better understandthe cause otransient overvoltagesesulting in inverter tripping These
studies should also identify why the obseriaderterterminal voltages are much higher than the voltage
at the point of measurementROM and any protection coalination needed to ride through these types
of voltage conditions.

Additional Recommendations:

1 A NERG@Iert should be issued to thBIERC registered G@sensurethat they understand the intent of
the PR&24-2 curve and equipment voltage protective philosophies. The purpose afi#ieC lart is to
mitigate unnecessary voltagelated inverter tripping during grid disturbances and to ensure B&ls
understandhow to mitigate these risks.

1 Generic gnamic stability modelauused during the interconnection process for studying reliability of the
BPS do not accurately reflectall aspects ofthe behavior of invertebased resourcesModel
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Executive Summary

improvements should be prioritizedybindustry groups developirthesemodels (e.g., WECC Renewable
Energy Modeling Task Force) to ensure that stability models sufficiently reflebetiaior of inverter
based resourcemstalled today and in the future

1 Continuedanalyseof inverter-based resource performance under existing and future penetration levels
areneededto determineif there areany reliability risksisingcontrol philosophieemployed todayThe
ERO Enterprise and affected BAsulddetermineif potential resource loss evesitaused byjnomentary
cessatioror inverter tripping could pose a reliability risk.

1 NERC and the NERRPTEhould continuemonitoring andanalying grid eventsthat involveinverter-
based resourcefkegional Entities should continue issuing data requests to GOs and GOPs when events
indicate losses of invertdrased resourcesinformation collected from dta requestsand followup
discussionswith inverter manufacturers and affected G@ad GOPssigrificantly improves industry
understanding of theperformancecharacteristics of inverters connected to the BF8e NERC IRPTF
should include findings from this Disturbance Report and the Blue Cut Fire Disturbance Report in the
Reliability Guideline thatsibeing developed. NERC plans to publish the Reliability Guideline around
September 2018.

Data and information about the event were gathered from the affected registered entities involved in the
disturbance and thiswas instrumentato the successful ahtimely completion of this analysis.
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Chapter 1. Event Summary

On October 9, 2017, the CanyoRiPecaused two transmission system faults n@araheim Hills, California, which
is approximately 30 miles eastlods Angeles. Thedirfault was a normally cleargzhaseto-phasefault on a 220
kV transmission line that occurred at 12:12:P@cific time and the second fault was a normally cleared
phaseto-phasefault on a 500 kV transmission line that occurred at 12:14.86ific time Both faults resulted in
the reduction of solar PV generation across a wide region othehern California Ediso8CEfootprint. Figure
1.1 shows a higlevel map of the affected areas of solar PV generation and the location of the CaRyenThe
two values correspond to the amounts siflar P\power reductionduring the firstand second fault events.

The first fault resulted in a reduction of 682 MW of solar PV resouaceisthe second fauliesultedin a reduction

of 937 MW. These amousitwere determined using sipervisory control and data acquisitidi®CADAdata
supplied by SCE at a resolution of one sample everysieewnds Data of this resolution is able to capture the
general response of the solar PV plants over a longer periodnaf however, the data cannot differentiate
between momentary cessation and tripping in some cd®msed omlata requestedor this event (e.g., sequence

of events alarms, high resolution measurements, drin Generator Owners (GOs) and Generator @pms
(GOP3¥for this event, it was confirmed that most of thadfected solarPV inverterghat did not trip enteed
momentary cessationSome plants restored output within five seconds, as recommended in the Blue Cut Fire
disturbancereport, while othestook longer to fully restore power output.

Figure 1 .1: Map of the Affected Area and Canyon 2 Fire Location '

6 MW lossvaluesin this report are based on SCABWasurements, which do not capture momentary cessation and restoration of current
injection immediately following momentary cessation in sufficient resolution since momentary cessation and current resametiften
faster than SCADA scan rates. ThemfoeportedMW loss valueselate mostly to tripping and not to momentary cessatiéwlditionally,
there could beadditional BPS disturbancésat are overlooked because SCARAynot capture the momentary los®r that event.

7 The active power loss values for each ewamste derived from SCADA data used in dygregated solar PV responthat is shown in
Figure 1.4.
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Chapter 1: Event Summary

Figures 1.2 and 1.3 show digital fault recorder ((pR)-on-wave data from théault location§ and demonstrate
that both the 220 kV and 500/ phaseo-phase faults cleared normally with no irregular transient beha@oth
faults resulted irtripping ormomentary reductiorof a significant amount cfolar PV resources affectby these
faults. No solar PV generation was-deergized as a dict consequence of the protective relaying removing the
faulted element(s) from service; rather, the solar PVerter controlstripped in response to the measured
conditions at their point of measureme@®OM)or terminals.
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Figure 1.2 : DFR Data from 220 kV A -B Phase Fault at 12:12:16 PST  [Source: SCE]
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Figure 1.3 : DFR Data from 500 kV A -C Phase Fault at 12:14:30 PST  [Source: SCE]

Figure 1.4 shows the aggregate solar PV fleet response during the two events, Figure 1.5 shows the aggregated
response ofolar PV resources separated by region (to match Figure 1.1), and Figure 1.6 shows the response of
the six solar PV plants that accounted for most of the reduction in generation. These plots were generated using
SCADA data from Southern California Edison.

8 The 220 kV measuremei#t on the lineside hence whymeasuredvoltage @es to zero upon fault clearingh& 500 kV measuremeris
on the bussideand measuredioltage recovers after fault clearing
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Chapter 1: Event Summary
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Figure 1 .4: Solar PV Response during Canyon 2 Fire [Source: SCE]
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Chapter 1: Event Summary
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Figure 1 .6: Response of Six Solar PV Plants Affected by the Fault Events [Source: SCE]

Table 1.1 providean overview of the two fault events and the impacted solar PV during these disturbdAses.
mentioned, this does natapture all the resources that may have enteredmentary cessatiorAccording to SCE
analysis,a relatively small amount oinverter-based resources connected to the distribution system (i.e.,
distributed energy resources (DEREpped due to thebulk ppwer system(BP$faults. Thisreport focuses solely
on BPSconnectedsolar P\fesources

Table 1 .1: Solar Photovoltaic  Generation Loss

Event : . Clearing Time| Lost Generation| Geographic
No. Date/Time | Fault Location| Fault Type (cycles) (MW) Impact

10/09/2017 . Line to Line Somewhat

L 12:12:16 220 kV'line (AB) 2.8 682 Widespread

10/09/2017 . Line to Line Somewhat

2 12:14:30 500 kV'line (AC) 2.86 937 Widespread

9 The tabulated amount afolar PV tripped for each fauftbased on the SCADA resolution data shown in Figgdre
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Chapter 1: Event Summary

The 500 kV fauthat resultedin over 900 M\Wsolar PV resource losaused a frequency excursion in f&estern
Interconnectionwith system frequency reaching a frequency nadis®878Hzabout3.3 seconds after thiault
(seeFigure 17). Frequencyecoveredto nominal in roughly 100 secondbhe NERC IRPTF is performing stability
studiesto determine ifthe momentary loss of invertdpased resources caused omentary cessation poses
any significantrisk to frequency stabilityand if this should be considered in thesource loss protection criteria
(RLPC) for the Western Interconnectiar.( currently thdoss of 2 Palo Verde generating units).

Figure 1.7:Western Interconnection Frequency during Second Fault

The Canyon 2 Fire disturbancecurred in theCalifornia Independent System Operator (CAISO) Balancing
Authority BA area(see Figure 1)8CAISO has experienced a rapid growtisolar PV resources recently and
expects an increasing penetration of soRV and invertebased resources in the futur€AISO recorded a peak
penetration level o#47.3 percent 9,292 MW solar generation19,641 MW CAISO load)f solat® PV generation

at 13:03Pacific timeon May 4, 2017Near the time of the October 9 disturbaes, CAISO recorded a penetration
level of 34.3percent(9179 MW solar generation, 2610 MW CAISO load) of solar PV generation.

10This includes both BR®nnectedand DERolarPV.
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