
 

NERC | Report Title | Report Date 
I 

 

 
 
 
 
 
 
 
 

 
 
 
 
 

900 MW Fault Induced 
Solar Photovoltaic 
Resource Interruption 
Disturbance Report  
 
Southern California Event: October 9, 2017 
Joint NERC and WECC Staff Report 
 
February 2018 



 

NERC | 900 MW Fault Induced Solar Photovoltaic Resource Interruption Disturbance Report | February 2018 
ii 

Table  of Contents  

Preface ....................................................................................................................................................................... iii 

Executive Summary ................................................................................................................................................... iv 

Key Findings, Actions, and Recommendations ...................................................................................................... iv 

Chapter 1: Event Summary .........................................................................................................................................1 

Chapter 2: Analysis of Inverter-Based Resource Performance ..................................................................................7 

No Erroneous Frequency Tripping ..........................................................................................................................7 

Continued Use of Momentary Cessation ................................................................................................................8 

Ramp Rate Interactions with Recovery from Momentary Cessation .....................................................................9 

Interpretation of PRC-024-2 Voltage Ride-Through Curve .................................................................................. 11 

Instantaneous Voltage Tripping ........................................................................................................................... 13 

Phase Lock Loop Synchronization Issues ............................................................................................................. 15 

DC Reverse Current Tripping ............................................................................................................................... 16 

Intra-Plant Transient Interactions and Ride-Through Considerations ................................................................. 17 

Chapter 3: Findings, Actions, and Recommendations ............................................................................................. 19 

Finding 1: No Erroneous Frequency Tripping ...................................................................................................... 19 

Finding 2: Continued Use of Momentary Cessation ............................................................................................ 19 

Finding 3: Ramp Rate Interactions with Momentary Cessation .......................................................................... 19 

Finding 4: Interpretation of PRC-024-2 Voltage Ride-Through Curve ................................................................. 20 

Finding 5: Instantaneous Voltage Tripping and Measurement Filtering ............................................................. 20 

Finding 6: Phase Lock Loop Synchronization Issues ............................................................................................ 20 

Finding 7: DC Reverse Current Tripping ............................................................................................................... 20 

Finding 8: Transient Interactions and Ride-Through Considerations .................................................................. 21 

Additional Recommendations ............................................................................................................................. 21 

Appendix A: Glossary of Terms and Acronyms........................................................................................................ 22 

Appendix B: October 9, 2017 Disturbance Analysis Team ...................................................................................... 23 

 
 
 



 

NERC | 900 MW Fault Induced Solar Photovoltaic Resource Interruption Disturbance Report | February 2018 
iii  

Preface   

 
The North American Electric Reliability Corporation (NERC) is a not-for-profit international regulatory authority 
whose mission is to assure the reliability of the bulk power system (BPS) in North America. NERC develops and 
enforces Reliability SǘŀƴŘŀǊŘǎΤ ŀƴƴǳŀƭƭȅ ŀǎǎŜǎǎŜǎ ǎŜŀǎƻƴŀƭ ŀƴŘ ƭƻƴƎπǘŜǊƳ ǊŜƭƛŀōƛƭƛǘȅΤ ƳƻƴƛǘƻǊǎ ǘƘŜ BPS through 
system awareness; and educates, trains, ŀƴŘ ŎŜǊǘƛŦƛŜǎ ƛƴŘǳǎǘǊȅ ǇŜǊǎƻƴƴŜƭΦ b9w/Ωǎ ŀǊŜŀ ƻŦ ǊŜǎǇƻƴǎƛōƛƭƛǘȅ ǎǇŀƴǎ ǘƘŜ 
continental United States, Canada, and the northern portion of Baja California, Mexico. NERC is the electric 
reliability organization (ERO) for North America, subject to oversight by the Federal Energy Regulatory Commission 
(FERC) and governmental authorities in Canada. b9w/Ωǎ ƧǳǊƛǎŘƛŎǘƛƻƴ includes users, owners, and operators of the 
BPS, which serves more than 334 million people.  
 
The North American BPS is divided into the eight Regional Entity (RE) boundaries, as shown in the map and 
corresponding table below.  

 
The Regional boundaries in this map are approximate. The highlighted area between SPP and SERC denotes overlap as some 
load-serving entities participate in one Region while associated transmission owners/operators participate in another. 
 

FRCC Florida Reliability Coordinating Council 

MRO Midwest Reliability Organization 

NPCC Northeast Power Coordinating Council 

RF Reliability First  

SERC SERC Reliability Corporation 

SPP RE Southwest Power Pool Regional Entity 

Texas RE Texas Reliability Entity 

WECC Western Electricity Coordinating Council 
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Executive Summary  

 
This report contains the ERO analysis of the BPS disturbance that occurred in the Southern California area on 
October 9, 2017, resulting from the Canyon 2 Fire. This report was prepared following the data request to 
Generator Owners (GOs) and Generator Operators (GOPs) sent on October 12, 2017, after the event was identified 
by NERC, WECC, and Southern California Edison (SCE). The purpose of the report is to document the analysis, key 
findings, and recommendations from the Canyon 2 Fire disturbance. 
 
On October 9, 2017, the Canyon 2 Fire caused two transmission system faults near the Serrano substation east of 
Los Angeles. The first fault was a normally cleared phase-to-phase fault on a 220 kV transmission line that occurred 
at 12:12:16 Pacific time, and the second fault was a normally cleared phase-to-phase fault on a 500 kV 
transmission line that occurred at 12:14:30 Pacific time. Both faults resulted in the reduction of solar PV 
generation across a wide region of the SCE footprint. Approximately 900 MW of solar PV resources were lost as a 
result of these events,1 and six solar PV plants accounted for most of the reduction in generation. In general, the 
majority of inverter tripping was caused by sub-cycle transient overvoltages and instantaneous protective action 
at the inverters to disconnect them from the grid. A significant amount of inverters also entered momentary 
cessation during and following the fault events.  
 
NERC and WECC developed a data request to gather information related to the performance of affected 
generating facilities. The information was collected and analyzed by NERC and WECC in coordination with the 
affected GOPs and inverter manufacturers.  
 

Key Findings , Actions,  and Recommendations  
The following are key findings, actions, and recommendations for inverter-based resource performance as a direct 
outcome of the analysis of the October 9, 2017, Canyon 2 Fire disturbance: 

¶ Finding 1: No Erroneous Frequency Tripping 
No inverter-based resources tripped due to frequency-related protective functions. Affected inverter 
manufacturers and GOs immediately responded to the recommendations from the Blue Cut Fire 
disturbance report2 to address the issues of erroneous tripping due to miscalculated frequency during 
transient conditions. Erroneous tripping due to miscalculated frequency appears to be remediated. 

¶ Finding 2: Continued Use of Momentary Cessation 
Solar PV resources continue to use momentary cessation3 most commonly for voltage magnitudes outside 
0.9ς1.1 per unit (pu). The use of momentary cessation is observed in sequence of events recording and 
high resolution measurement data.  

Action 2 
The NERC Inverter-Based Resource Task Force (IRPTF) is performing stability studies for the Western 
Interconnection to more thoroughly investigate the potential implications of momentary cessation on 
system stability. The IRPTF is developing performance recommendations for use of momentary cessation 
only where existing resources may need to use it due to equipment limitations. NERC is also inventorying 
momentary cessation for existing inverters based on manufacturer and model to understand its breadth 
of use and potential mitigation. 

                                                           
1 No solar PV generation was de-energized as a direct consequence of the fault event; rather, the facilities ceased output as a response to 
the fault on the system. 
2 The Blue Cut Fire disturbance report can be found here: 
http://www.nerc.com/pa/rrm/ea/1200_MW_Fault_Induced_Solar_Photovoltaic_Resource_/1200_MW_Fault_Induced_Solar_Photovolta
ic_Resource_Interruption_Final.pdf. 
3 Momentary cessation is an operating mode used by inverters where they momentarily cease current injection into the grid when voltages 
fall outside predetermined threshold values (most commonly above 1.1 pu or below 0.9 pu voltage). 

http://www.nerc.com/pa/rrm/ea/1200_MW_Fault_Induced_Solar_Photovoltaic_Resource_/1200_MW_Fault_Induced_Solar_Photovoltaic_Resource_Interruption_Final.pdf
http://www.nerc.com/pa/rrm/ea/1200_MW_Fault_Induced_Solar_Photovoltaic_Resource_/1200_MW_Fault_Induced_Solar_Photovoltaic_Resource_Interruption_Final.pdf
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Recommendation 2 
The use of momentary cessation is not recommended, should not be used for new inverter-based 
resources, and should be eliminated or mitigated to the greatest extent possible for existing resources 
connected to the BPS. For existing resources that must use momentary cessation as an equipment 
limitation, active current injection following voltage recovery should be restored very quickly (i.e., within 
0.5 seconds). The NERC IRPTF should develop recommendations as to whether any conditions warrant 
the use of momentary cessation and perform dynamic simulations to understand the impacts of 
momentary cessation on BPS stability. 

¶ Finding 3: Ramp Rate Interactions with Momentary Cessation 
Inverter-based resources are returning to predisturbance outputs slower than desired because plant-level 
controller ramp rate limits used for balancing generation and load are being applied to inverter-based 
resources following momentary cessation. During ride-through conditions, the inverter controls its output 
and ignores signals sent by the plant-level controller. After voltage recovers and the inverter enters a 
normal operating range, it again responds to signals from the plant controller. The plant controller then 
applies its ramp rate limits to the remaining recovery of current injections restraining the inverter from 
recovering quickly to its predisturbance current injection. 

Recommendation 3 
Existing inverters where momentary cessation cannot be effectively eliminated should not be impeded 
from restoring current injection following momentary cessation. Active current injection should not be 
restricted by a plant-level controller or other slow ramp rate limits. Resources with this interaction should 
remediate the issue in close coordination with their Balancing Authority (BA) and inverter manufacturers; 
this is to ensure that ramp rates are still enabled appropriately to control gen-load balance but not applied 
to restoring output following momentary cessation. Plant controllers may consider including a short delay 
(i.e., 0.5 seconds) before sending commands following ride-through mode to ensure the inverter has fully 
recovered active current injection before resuming control. 

¶ Finding 4: Interpretation of PRC-024-2 Voltage Ride-Through Curve 
Many inverters currently installed on the BPS are set to trip when outside of the PRC-024-2 voltage ride-
through curve. The curve is often used as the inverter protective trip settings rather than setting the 
protection to the widest extent possible while still protecting the equipment. The region outside of the 
PRC-024-2 voltage ride-ǘƘǊƻǳƎƘ ŎǳǊǾŜ ƛǎ ōŜƛƴƎ ƳƛǎƛƴǘŜǊǇǊŜǘŜŘ ŀǎ ŀ άƳǳǎǘ ǘǊƛǇέ ǊŜƎƛƻƴ ǊŀǘƘŜǊ ǘƘŀƴ ŀ άƳŀȅ 
ǘǊƛǇέ ǊŜƎƛƻƴΦ 

Action 44  
NERC Event Analysis is developing a NERC Alert5 that will be issued to the industry to ensure that the 
intent of the PRC-024-2 curve and equipment voltage protective philosophies are understood. The 
purpose of the NERC Alert is to inform GOs of voltage-related inverter tripping risks during grid 
disturbances and to ensure that GOs understand the steps that can be taken to mitigate these risks. 

Recommendation 4 
Voltage protection functions in the inverters should be set based on physical equipment limitations to 
protect the inverter itself and not based solely on the PRC-024-2 voltage ride-through characteristic. 
²ƛǘƘƛƴ ǘƘŜ άƴƻ ǘǊƛǇέ ǊŜƎƛƻƴ ƻŦ ǘƘŜ ŎǳǊǾŜΣ ǘƘŜ ƛƴǾŜǊǘŜǊǎ ŀǊŜ ŜȄǇŜŎǘŜŘ ǘƻ ǊƛŘŜ ǘƘǊƻǳƎƘ ŀƴŘ ŎƻƴǘƛƴǳŜ ƛƴƧŜŎǘƛƴƎ 
current ǘƻ ǘƘŜ .t{Φ ¢ƘŜ ǊŜƎƛƻƴ ƻǳǘǎƛŘŜ ǘƘŜ ŎǳǊǾŜ ǎƘƻǳƭŘ ōŜ ƛƴǘŜǊǇǊŜǘŜŘ ŀǎ ŀ άƳŀȅ ǘǊƛǇέ ȊƻƴŜ ŀƴŘ ƴƻǘ ŀ 
άƳǳǎǘ ǘǊƛǇέ ȊƻƴŜ ŀƴŘ ǇǊƻǘŜŎǘƛƻƴ ǎƘƻǳƭŘ ōŜ ǎŜǘ ŀǎ ǿƛŘŜ ŀǎ ǇƻǎǎƛōƭŜ ǿƘƛƭŜ ǎǘƛƭƭ ŜƴǎǳǊƛƴƎ ǘƘŜ ǊŜƭƛŀōƛƭƛǘȅ ŀƴŘ 
integrity of the inverter-based resource. 

 

                                                           
4 This action also relates to the Finding 5, which pertains to voltage protective relaying in inverters. 
5 NERC Alerts: http://www.nerc.com/pa/rrm/bpsa/Pages/About-Alerts.aspx 

http://www.nerc.com/pa/rrm/bpsa/Pages/About-Alerts.aspx
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¶ Finding 5: Instantaneous Voltage Tripping and Measurement Filtering 
A large percentage of existing inverters on the BPS are configured to trip using instantaneous overvoltage 
protection, based on the PRC-024-2 high voltage ride-through curve, and do not filter out voltage 
transients. Any instantaneous, sub-cycle transient overvoltage may trip the inverter off-line making these 
resources susceptible to tripping on transients caused by faults and other switching actions.  

Recommendation 5 
Inverter protective functions should use a filtered, fundamental frequency voltage input for overvoltage 
protection when compared with the PRC-024-2 ride-through curve. 

¶ Finding 6: Phase Lock Loop Synchronization Issues 
One inverter manufacturer reported fault codes for phase lock loop (PLL) synchronization issues that 
resulted in protective action to open the inverter primary circuit breaker. 

Recommendation 6 
Inverters should not trip for momentary PLL loss of synchronism caused by phase jumps, distortion, etc., 
during BPS grid events (e.g., faults). Inverters should continue to inject current into the grid and, at a 
minimum, lock the PLL to the last synchronized point and continue injecting current to the BPS at that 
calculated phase until the PLL can regain synchronism upon fault clearing. 

¶ Finding 7: DC Reverse Current Tripping 
One inverter manufacturer reported fault codes for dc reverse current, where protective action opened 
the inverter primary circuit breaker. The dc reverse current caused the resources to remain off-line for an 
average of 81 minutes after tripping because this is considered a άƳŀƧƻǊ Ŧŀǳƭǘέ ǘƘŀǘ ǊŜǉǳƛǊŜǎ ŀ Ƴŀƴǳŀƭ 
reset at the inverter. 

Recommendation 7 
GOs should coordinate with their inverter manufacturers to ensure that dc reverse current detection and 
protection are set to avoid tripping for dc reverse currents that could result during sub-cycle transient 
overvoltage conditions since these are not likely to damage any equipment in the plant. Mitigating steps 
may include increasing the magnitude settings to align with the ratings of the equipment or implementing 
a short duration to the dc reverse current protection before sending the trip command. 

¶ Finding 8: Transient Interactions and Ride-Through Considerations 
There appears to be an inter-relationship between in-plant shunt compensation, sub-cycle transient 
overvoltage, and momentary cessation that results in inverter tripping. While this has been observed at 
multiple locations for multiple events, the causes and effects are not well understood and require detailed 
electromagnetic transient (EMT) simulations for further investigation. 

Recommendation 8 
EMT studies should be performed by the affected GOPs, in coordination with their Transmission Owner(s) 
(TO(s)), to better understand the cause of transient overvoltages resulting in inverter tripping. These 
studies should also identify why the observed inverter terminal voltages are much higher than the voltage 
at the point of measurement (POM) and any protection coordination needed to ride through these types 
of voltage conditions. 

Additional Recommendations:  

¶ A NERC Alert should be issued to the NERC registered GOs to ensure that they understand the intent of 
the PRC-024-2 curve and equipment voltage protective philosophies. The purpose of the NERC Alert is to 
mitigate unnecessary voltage-related inverter tripping during grid disturbances and to ensure that GOs 
understand how to mitigate these risks. 

¶ Generic dynamic stability models, used during the interconnection process for studying reliability of the 
BPS, do not accurately reflect all aspects of the behavior of inverter-based resources. Model 
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improvements should be prioritized by industry groups developing these models (e.g., WECC Renewable 
Energy Modeling Task Force) to ensure that stability models sufficiently reflect the behavior of inverter-
based resources installed today and in the future.  

¶ Continued analyses of inverter-based resource performance under existing and future penetration levels 
are needed to determine if there are any reliability risks using control philosophies employed today. The 
ERO Enterprise and affected BAs should determine if potential resource loss events caused by momentary 
cessation or inverter tripping could pose a reliability risk. 

¶ NERC and the NERC IRPTF should continue monitoring and analyzing grid events that involve inverter-
based resources. Regional Entities should continue issuing data requests to GOs and GOPs when events 
indicate losses of inverter-based resources. Information collected from data requests, and follow-up 
discussions with inverter manufacturers and affected GOs and GOPs, significantly improves industry 
understanding of the performance characteristics of inverters connected to the BPS. The NERC IRPTF 
should include findings from this Disturbance Report and the Blue Cut Fire Disturbance Report in the 
Reliability Guideline that is being developed. NERC plans to publish the Reliability Guideline around 
September 2018.  

 
Data and information about the event were gathered from the affected registered entities involved in the 
disturbance, and this was instrumental to the successful and timely completion of this analysis.  
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Chapter 1: Event Summary   

 
On October 9, 2017, the Canyon 2 Fire caused two transmission system faults near Anaheim Hills, California, which 
is approximately 30 miles east of Los Angeles. The first fault was a normally cleared phase-to-phase fault on a 220 
kV transmission line that occurred at 12:12:16 Pacific time, and the second fault was a normally cleared 
phase-to-phase fault on a 500 kV transmission line that occurred at 12:14:30 Pacific time. Both faults resulted in 
the reduction of solar PV generation across a wide region of the Southern California Edison (SCE) footprint. Figure 
1.1 shows a high-level map of the affected areas of solar PV generation and the location of the Canyon 2 Fire. The 
two values correspond to the amounts of solar PV power reduction during the first and second fault events.  
 
The first fault resulted in a reduction of 682 MW of solar PV resources, and the second fault resulted in a reduction 
of 937 MW. These amounts were determined using supervisory control and data acquisition (SCADA) data 
supplied by SCE at a resolution of one sample every four seconds. Data of this resolution is able to capture the 
general response of the solar PV plants over a longer period of time; however, the data cannot differentiate 
between momentary cessation and tripping in some cases.6 Based on data requested for this event (e.g., sequence 
of events alarms, high resolution measurements, etc.) from Generator Owners (GOs) and Generator Operators 
(GOPs) for this event, it was confirmed that most of the affected solar PV inverters that did not trip entered 
momentary cessation. Some plants restored output within five seconds, as recommended in the Blue Cut Fire 
disturbance report, while others took longer to fully restore power output.  
 

  

Figure 1 .1 : Map of the Affected Area and Canyon 2  Fire Location 7 

                                                           
6 MW loss values in this report are based on SCADA measurements, which do not capture momentary cessation and restoration of current 
injection immediately following momentary cessation in sufficient resolution since momentary cessation and current restoration are often 
faster than SCADA scan rates. Therefore, reported MW loss values relate mostly to tripping and not to momentary cessation. Additionally, 
there could be additional BPS disturbances that are overlooked because SCADA may not capture the momentary loss for that event. 
7 The active power loss values for each event were derived from SCADA data used in the aggregated solar PV response that is shown in 
Figure 1.4. 
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Figures 1.2 and 1.3 show digital fault recorder (DFR) point-on-wave data from the fault locations8 and demonstrate 
that both the 220 kV and 500 kV phase-to-phase faults cleared normally with no irregular transient behavior. Both 
faults resulted in tripping or momentary reduction of a significant amount of solar PV resources affected by these 
faults. No solar PV generation was de-energized as a direct consequence of the protective relaying removing the 
faulted element(s) from service; rather, the solar PV inverter controls tripped in response to the measured 
conditions at their point of measurement (POM) or terminals.  
 

 

Figure 1.2 : DFR Data from 220 kV A -B Phase Fault at 12:12:16 PST  [Source: SCE]  

 

Figure 1.3 : DFR Data from 500 kV A -C Phase Fault at 12:14:30 PST  [Source: SCE]  
 
Figure 1.4 shows the aggregate solar PV fleet response during the two events, Figure 1.5 shows the aggregated 
response of solar PV resources separated by region (to match Figure 1.1), and Figure 1.6 shows the response of 
the six solar PV plants that accounted for most of the reduction in generation. These plots were generated using 
SCADA data from Southern California Edison. 
 

 

                                                           
8 The 220 kV measurement is on the line side, hence why measured voltage goes to zero upon fault clearing. The 500 kV measurement is 
on the bus side and measured voltage recovers after fault clearing. 
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Figure 1 .4 : Solar PV Response during Canyon 2 Fire [Source: SCE]  

 

 

Figure 1 .5 : Regional Solar PV Response during Canyon 2 Fire [Source: SCE]  
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Figure 1 .6 : Response of Six Solar PV Plants Affected by the Fault Events  [Source: SCE]  
 
Table 1.1 provides an overview of the two fault events and the impacted solar PV during these disturbances.9 As 
mentioned, this does not capture all the resources that may have entered momentary cessation. According to SCE 
analysis, a relatively small amount of inverter-based resources connected to the distribution system (i.e., 
distributed energy resources (DERs)) tripped due to the bulk power system (BPS) faults. This report focuses solely 
on BPS-connected solar PV resources. 
 

Table 1 .1 : Solar Photovoltaic Generation Loss  
Event 
No. 

Date/Time Fault Location Fault Type 
Clearing Time 

(cycles) 
Lost Generation 

(MW) 
Geographic 

Impact 

1 
10/09/2017 

12:12:16 
220 kV line 

Line to Line 
(AB) 

2.85 682 
Somewhat 

Widespread 

2 
10/09/2017 

12:14:30 
500 kV line 

Line to Line 
(AC) 

2.86 937 
Somewhat 

Widespread 

 
  

                                                           
9 The tabulated amount of solar PV tripped for each fault is based on the SCADA resolution data shown in Figure 1.4. 
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The 500 kV fault that resulted in over 900 MW solar PV resource loss caused a frequency excursion in the Western 
Interconnection with system frequency reaching a frequency nadir of 59.878 Hz about 3.3 seconds after the fault 
(see Figure 1.7). Frequency recovered to nominal in roughly 100 seconds. The NERC IRPTF is performing stability 
studies to determine if the momentary loss of inverter-based resources caused by momentary cessation poses 
any significant risk to frequency stability and if this should be considered in the resource loss protection criteria 
(RLPC) for the Western Interconnection (i.e., currently the loss of 2 Palo Verde generating units). 
 

 

Figure 1.7: Western Interconnection Frequency during Second Fault  
 
The Canyon 2 Fire disturbance occurred in the California Independent System Operator (CAISO) Balancing 
Authority (BA) area (see Figure 1.8). CAISO has experienced a rapid growth in solar PV resources recently and 
expects an increasing penetration of solar PV and inverter-based resources in the future. CAISO recorded a peak 
penetration level of 47.3 percent (9,292 MW solar generation, 19,641 MW CAISO load) of solar10 PV generation 
at 13:03 Pacific time on May 4, 2017. Near the time of the October 9 disturbances, CAISO recorded a penetration 
level of 34.3 percent (9179 MW solar generation, 26,740 MW CAISO load) of solar PV generation. 
 

                                                           
10 This includes both BPS-connected and DER solar PV. 






































